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ABSTRACT 

Research background: In this era of economic uncertainty, small and medium-sized manufacturing enterprises (SMEs) 
face an increasing risk of financial distress, often with devastating consequences for employment, supply chains, and 
overall economic stability. The ability to predict corporate financial distress is crucial for financial stability, risk manage-
ment, and economic resilience, particularly for small and medium-sized enterprises, which are highly vulnerable to finan-
cial shocks. 
Purpose of the article: The purpose of this study is to develop a financial distress prediction model for Slovak SME 
manufacturing firms by identifying key financial indicators that distinguish bankrupt from non-bankrupt companies over a 
three-year period before failure. The study also examines how these indicators evolve as financial distress approaches 
and evaluates the impact of external shocks, particularly the COVID-19 pandemic, on their predictive power. The goal is 
to enhance early detection of financial instability, supporting more effective risk management in the manufacturing sector. 
Methods: To develop a robust financial distress prediction model, we employ a three-step methodology. First, we ad-
dress data imbalance using the SMOTE, which generates synthetic samples to balance the minority class and improve 
model performance. Next, we implement a Genetic Algorithm for variable selection, optimizing the choice of predictors by 
minimizing the Schwarz Information Criterion. Finally, we use Logistic Regression to model financial distress, ensuring 
interpretability and statistical rigor. 
Findings & Value added: While EBIT/Total Assets, Cash Flow, and Cash Flow/Total Assets consistently reduce financial 
distress risk, liquidity measures such as Cash and Cash Equivalents/Current Liabilities shift in relevance—acting as pro-
tective factors closer to failure but signaling inefficiencies further from financial distress. The model demonstrates strong 
predictive performance, maintaining high accuracy, recall, and AUC even when tested on real-world unbalanced data, 
confirming its practical applicability. These findings emphasize the need for adaptive financial distress prediction models 
that reflect the dynamic nature of financial distress and provide more effective early warning systems in an era of heigh-
tened economic uncertainty.  
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INTRODUCTION 

As economic units, digital platforms create the basis for 
In an era of economic uncertainty, small and medium-
sized manufacturing enterprises (SMEs) face an increa-
sing risk of financial distress, often with devastating con-
sequences for employment, supply chains, and overall 
economic stability. Unlike large corporations, SMEs ope-
rate with limited financial buffers, making them particular-

ly susceptible to market shocks, supply chain disruptions, 
and shifting credit conditions. The COVID-19 pandemic 
further exposed these vulnerabilities, leading to an ur-
gent need for accurate and adaptable financial distress 
prediction (FDP) models. However, predicting financial 
distress remains a complex challenge, as variations in 
methodologies, feature selection, and economic conditi-
ons often raise concerns about model reliability and 
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applicability (Zvarikova et al., 2017). As global financial 
instability persists, refining FDP approaches tailored to 
SMEs is crucial for ensuring early intervention, financial 
stability, and long-term resilience in the manufacturing 
sector. 
The globalization of economies has intensified the fre-
quency and consequences of corporate financial distres-
ses, where financial instability in one nation can quickly 
escalate into widespread economic disruptions (Klieštik 
et al., 2018). The COVID-19 pandemic, unlike the gradu-
al unfolding of the 2008 financial crisis, caused an imme-
diate and worldwide economic shock, leading to severe 
disruptions in business operations and permanent closu-
res for many firms (Musa et al., 2022). Companies faced 
major operational challenges, including halted producti-
on, disrupted supply chains, and financial instability, with 
varying impacts across industries and regions (Christine 
et al., 2020). The shift to remote work further unders-
cored economic vulnerabilities, as not all sectors could 
adapt, resulting in widespread layoffs, particularly among 
younger workers (Lambovska et al., 2021). Businesses 
also grappled with capital shortages, rising costs, and 
restricted credit access, further reducing their ability to 
generate value (Mitan et al., 2021). Emerging markets 
bore the brunt of these financial pressures (Christine et 
al., 2020). However, unlike the 2008 crisis, large-scale 
fiscal measures and interventions by central banks hel-
ped stabilize economies and accelerate recovery from 
the pandemic's economic consequences (Harjoto & Ros-
si, 2023). 
In Slovakia, the groundwork for financial distress predic-
tion has been established through conventional research 
methods by scholars like Gulka (2016), Kovacova & 
Kliestik (2017), Svabova et al. (2018), Boda & Uradnicek 
(2019), and Gajdosikova & Valaskova (2023). Recent 
methodological innovations have enhanced the accuracy 
and relevance of these prediction models. Notable ad-
vancements include Mihalovič's (2018) hybrid model 
combining genetic algorithms with neural networks; the 
CatBoost algorithm by Papík et al. (2023); neural net-
work ensembles analyzed by Durica et al. (2023); auto-
mated machine learning with H2O AutoML; deep learning 
methods like Gradient-boosting and AdaBoost by Horvá-
thová et al. (2024); and dynamic graph theory models by 
Horváthová et al. (2023). 
Although significant advancements have been made in 
financial distress prediction modeling, previous studies 
primarily analyzed Slovak companies either at an aggre-
gate level or broadly across entire sectors. Such approa-
ches overlook the specific vulnerabilities of SMEs within 
economically critical sectors, such as manufacturing. 
Furthermore, there is limited research examining how the 
COVID-19 pandemic has specifically influenced the pre-
dictive relevance and dynamics of key financial indicators 
for SME manufacturers. This study addresses these 
gaps by narrowing the analytical focus explicitly to Slo-
vak SME manufacturers and investigating how the pan-
demic altered the stability and predictive power of traditi-
onal financial indicators over time. Theoretically, it contri-

butes by enhancing the understanding of how external 
economic shocks affect the temporal evolution of finan-
cial distress predictors, highlighting the changing roles of 
liquidity, profitability, and leverage measures in unprece-
dented economic conditions. 
This study examines financial indicators that distinguish 
bankrupt from solvent SMEs in Slovakia’s manufacturing 
sector up to three years before financial distress. As a 
vital part of the national economy, the sector requires 
specialized predictive models due to its unique characte-
ristics. The research also investigates whether the CO-
VID-19 crisis introduced new challenges affecting these 
indicators. The methodology includes SMOTE to address 
class imbalance, Genetic Algorithm (GA) optimization 
using Schwarz Information Criterion (SIC) for variable 
selection, and Logistic Regression (LR) to develop inter-
pretable financial distress prediction models. 
The results identified profitability, cash flow, and liquidity 
as the key predictors of financial distress, with their im-
portance shifting as firms approached financial distress. 
EBIT/Total Assets, Cash Flow, and Cash Flow/Total 
Assets consistently showed a negative association with 
financial distress risk, highlighting the role of profitability 
and operational efficiency. Liquidity measures, such as 
Cash and Cash Equivalents/Current Liabilities, acted as 
protective factors closer to financial distress but became 
positively associated with risk three years prior, sugges-
ting inefficiencies from excessive liquidity. The model 
performed well on real-world unbalanced data, demon-
strating its robustness and ability to provide reliable fi-
nancial risk assessments. Despite being trained on a 
balanced dataset, it achieved strong accuracy, recall, 
and AUC, confirming its practical applicability in predic-
ting financial distress. 

THEORETICAL BACKGROUND 

Predicting financial distress in Slovakia has progressed 
through the development of different analytical approa-
ches. Early research incorporated use of multiple discri-
minant analysis on agricultural companies, setting the 
stage for subsequent improvements. Building on this, 
researchers have increasingly recognized the time-va-
rying nature of FDP models and the need to adapt them 
to local and sector-specific conditions. Refinements in 
logit, probit, and discriminant analysis (Gulka, 2016; Mi-
halovič, 2016; Kovacova & Kliestik, 2017) have improved 
predictive accuracy, while studies on model selection and 
adaptability (Boda & Uradnicek, 2019) underscore the 
importance of industry-specific approaches. Applications 
in agriculture, small businesses, and the heating sector 
(Gajdosikova & Valaskova, 2023; Svabova et al., 2018; 
Stefko et al., 2020) further highlight the necessity of tai-
lored models. Additionally, validation of established tech-
niques, such as Altman’s Z-score (Boďa & Úradníček, 
2016; Adamko & Svabova, 2016, Vavrek et al., 2021), 
continues to ensure model relevance in an evolving eco-
nomic landscape. 
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Further contributions to refining FDP models under Slo-
vak conditions have come from various studies em-
ploying diverse analytical approaches. Kliestik et al. 
(2020) emphasized the importance of financial ratios in 
maintaining corporate financial soundness within transiti-
onal economies, highlighting liquidity and leverage ratios 
as key predictors. Their analysis of over 400 models 
across Eastern Europe revealed variations in preferred 
ratios influenced by political and economic contexts. 
Meanwhile, Musa (2019) stressed the interdisciplinary 
relevance of FDP models, advocating for their use bey-
ond financial management to support broader economic 
decision-making. Despite these advancements, challen-
ges remain regarding practical adoption, as Lesáková et 
al. (2020) identified a lack of awareness and utilization of 
formal prediction methods among Slovak companies, 
particularly SMEs. Addressing this gap, Sponerová 
(2021) demonstrated that combining traditional financial 
indicators with modified variables significantly enhances 
accuracy for both Czech and Slovak SMEs, while Sva-
bova et al. (2020) developed hybrid models using discri-
minant analysis and logistic regression, achieving predic-
tion accuracies exceeding 90%, thereby showcasing the 
potential of tailored approaches for SMEs. 
In recent years, traditional statistical methods in FDP 
have become less popular, as advanced machine lear-
ning techniques have demonstrated superior predictive 
accuracy. Horváthová & Mokrišová (2020) proposed 
Data Envelopment Analysis as a viable non-parametric 
alternative to logistic regression, highlighting its adaptabi-
lity to various financial health assessment scenarios. 
Musa et al. (2024) compared logistic regression and neu-
ral networks, concluding that neural networks offer higher 
predictive accuracy. Similarly, Horváthová et al. (2024) 
evaluated gradient boosting models alongside traditional 
financial indicators, further confirming the advantages of 
machine learning. Other studies have focused entirely on 
a machine learning techniques, such as CatBoost and 
H2O AutoML, both of which achieved high classification 
performance (Papík et al., 2023; 2024). Additionally, 
deep learning models like AdaBoost and Gradient Boos-
ting have shown strong results in sector-specific ap-
plications (Horváthová et al., 2023). Beyond refining exis-
ting models, some research has sought to develop enti-
rely new approaches. One such innovation is dynamic 
graph theoretical models, which provide a novel fra-
mework for financial distress prediction (Horváthová et 
al., 2023). These advancements highlight the ongoing 
shift in Slovak FDP research toward more sophisticated, 
data-driven approaches, ensuring greater adaptability to 
the complexities of modern financial environments. 
Genetic algorithms (GAs) are search techniques mode-
led after natural selection, first introduced by Holland 
(1975). They are commonly used in finance and started 
being applied to bankruptcy prediction in the early 2000s 
(Atiya, 2001; Shin & Lee, 2002) thereby enhancing preci-
sion by optimizing feature selection. What makes GAs 
particularly unique in financial distress prediction (FDP) 
is their ability to customize fitness functions based on 

specific objectives and models. This flexibility allows GAs 
to prioritize relevant features and fine-tune parameters, 
making them highly adaptable across different predictive 
frameworks. Wu et al. (2024) incorporated GAs into an 
ensemble feature selection method, improving bankrupt-
cy prediction for Chinese A-share companies. Nayak & 
Rout (2023) demonstrated that Random Forest models 
perform best when GA is used to refine feature selection. 
Khedr et al. (2022) highlighted the enhanced accuracy of 
a hybrid MLP_GA model in the MENA region, while Safi 
et al. (2022) applied GAs to optimize neural networks, 
improving performance, particularly in imbalanced data-
sets. In the conditions of Slovakia, Kanász et al. (2023) 
utilized GA to optimize a shallow auto encoder ensemble 
for bankruptcy prediction in SMEs, refining the auto en-
coder threshold for improved accuracy. 
A notable contribution to the field comes from Acosta & 
Fernandez-Rodriguez (2014) and Acosta et al. (2019), 
who demonstrated that combining GA with a traditional 
statistical model not only enhances predictive accuracy 
but also preserves interpretability, addressing the black-
box issue. Their work showed that GA-driven feature 
selection using SIC (Bayesian Information Criteria) opti-
mizes logistic regression by refining variable selection. 
This highlights the broader potential of hybrid approa-
ches, where GAs can be leveraged to improve both tradi-
tional and machine learning models, ensuring a balance 
between performance and transparency in financial dis-
tress prediction. 
Based on the reviewed literature, we propose the follo-
wing research questions to further explore financial dis-
tress prediction for Slovak SMEs in the manufacturing 
sector: 
• RQ1: How do key financial predictors identified in 

previous studies (e.g., liquidity, leverage, profitabili-
ty) perform in predicting financial distress specifically 
among Slovak SME manufacturers? 

• RQ2: Can advanced analytical methods, such as 
hybrid approaches combining Genetic Algorithms 
and Logistic Regression, improve predictive accura-
cy and adaptability over traditional FDP models for 
SMEs within Slovakia’s manufacturing sector? 

RESEARCH OBJECTIVE, METHODOLOGY AND DATA 

This study seeks to determine the key financial variables 
that differentiate companies that went bankrupt from tho-
se that did not, examining a three-year period before 
financial distress. It also investigates whether the CO-
VID-19 pandemic introduced significant disruptions to 
these predictive factors in large manufacturing firms in 
Slovakia. Analyzing the dataset from 2017 to 2020 is 
crucial, as it captures financial conditions both before 
and during the pandemic, allowing us to assess how 
financial indicators evolved under unprecedented eco-
nomic stress. By examining this period in depth, we can 
generate more relevant recommendations for companies 
to enhance their financial resilience and preparedness 
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for future crises. The methodology incorporates SMOTE 
to address data imbalance, a Genetic Algorithm with the 
Schwarz Information Criterion for selecting variables, and 
Logistic Regression for building predictive models. The 
dataset includes records from 2,032 Slovak manufactu-
ring firms. The data is sourced from the Orbis database, 
a global repository of corporate and financial information. 
To maintain consistency, the study focuses on firms ca-
tegorized by Orbis as large or very large. Covering the 
period from 2017 to 2019, the dataset features 43 finan-
cial indicators along with a measure of company age. 
The dependent variable, financial distress status, is cla-
ssified based on the firms' financial situation as of 2020. 
We lacked access to specific data regarding actual fi-
nancial distress occurrences, as this information was 
unavailable. To ensure the credibility and robustness of 
our analysis, we relied on methodologies established by 
previous studies, including those of Kliestik et al. (2018), 
Gajdosikova & Valaskova (2023), and Valaskova et al. 
(2023). According to these authors, a company is classi-
fied as insolvent based on three key conditions: (1) its 
liabilities exceed its assets, resulting in negative equity; 
(2) it consistently reports negative post-tax profits; and 
(3) its equity-to-debt ratio falls below 0.08. Under this 
framework, a company is categorized as bankrupt if it 
either meets condition (1) alone or satisfies both conditi-
ons (2) and (3) together. Using this method, we identified 
1,859 companies as healthy (non-bankrupt) and 173 as 
bankrupt, corresponding to a financial distress rate of 
9.31%. 
To address the issue of predicting corporate failure, there 
is no universal agreement on which financial ratios are 
the most effective, leading to considerable differences in 
how these ratios are classified and utilized. Generally, 
previous studies group financial ratios based on shared 
attributes. Following the methodology of Acosta-Gonzá-
lez et al. (2019), financial ratios in this study are catego-
rized into seven distinct groups, each reflecting a particu-
lar dimension of a company’s performance:  Profitability, 
Cash Flow, Liquidity, Leverage, Balance Sheet Structure, 
Efficiency, and Other Indicators. A detailed list of these 
ratios, along with other internal variables used in this 
study, is provided in Table 1. 

To ensure accessibility, we present the methodology in a 
clear, step-by-step format, enhancing transparency and 

Table 1: Initial set of variables used

No. Description No. Description
Profitability

1 EBIT/total assets 5 Net income/equity

2
EBIT/operating re-
venue 6

Net income/total 
assets

3
EBIT/(shareholders' 
funds + non-current 
liabilities)

7 Sales/total assets

4 (EBT/total assets) 8
Operating income/
interest paid

9
Operating revenue/(shareholders' funds + non-
current liabilities)

Cash Flow

10 Cash flow 13
Cash flow/total liabi-
lities

11 Cash flow/total sales 14
Cash flow/current 
liabilities

12
Cash flow/total 
assets 15

Cash flow/sharehol-
ders' funds

Liquidity

16
Current assets/cu-
rrent liabilities 20

Working capital/to-
tal assets

17 Current liabilities/
total assets

21
(Current assets - 
stocks)/current lia-
bilities

18
Cash and cash equi-
valents/total liabili-
ties

22

(Shareholders' 
funds/(shareholders' 
funds + non-current 
liabilities))

19
Cash and cash equi-
valents/current lia-
bilities

23
Shareholders' funds/
non-current liabili-
ties

Leverage

24
Total liabilities/sha-
reholders' funds 29

Fixed assets/share-
holders' funds

25
Total liabilities/total 
assets 30

Shareholders' funds/
total liabilities

26 Long term debt/sha-
reholders' funds

31
(Shareholders' funds 
+ long term debt)/
total liabilities

27 Long term debt/cu-
rrent liabilities

32
(Shareholders' funds 
+ long term debt)/
current liabilities

28 Long term debt/to-
tal assets

33
(Shareholders' funds 
+ long term debt)/
total assets

Balance Sheet Structure

34 Cash and cash equi-
valents/total assets

37
(Shareholders' funds 
+ capital)/total 
assets

35 Current assets/total 
assets

38
Shareholders' funds 
– capital/total 
assets

36 Fixed assets/total assets
Efficiency

39
Total liabilities/EBI-
TDA 41 EBITDA/sales

40
Current assets/total 
sales 42 Stock/sales

Age and Size

43 Age 44
Size(LN(total 
assets))

Source: own processing
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enabling both academic and non-academic audiences to 
understand and replicate our study. 
Step 1: To handle missing data, we applied the MICE 
method using the <mice> package (van Buuren & Groot-
huis-Oudshoorn, 2011). Companies with over 50% mi-
ssing values were excluded to maintain the reliability of 
the imputations. After completing the imputation process, 
we derived all required financial variables for the years 
2017 to 2019. Firms were then categorized as either 
bankrupt or non-bankrupt based on their 2020 status, 
which served as the reference year for classification. 
During the analysis, many variables contained zero va-
lues, particularly in metrics related to debt. These zeros 
posed computational issues, such as division by zero, 
when included in financial ratios. To address this, we 
replaced zero values with a small positive constant. Fur-
thermore, the dataset included a substantial number of 
outliers. To manage these effectively, we applied capping 
to all numeric variables and utilized z-score standardiza-
tion to achieve consistent scaling across the data. 
Step 2: To ensure a robust evaluation, the dataset was 
first split into training and testing subsets using an 80:20 
ratio, with balancing techniques applied exclusively to the 
training data. Our dataset, consisting of 1,859 non-ban-
krupt and 173 bankrupt companies, exhibits significant 
class imbalance, which can bias classification models 
toward the majority class and reduce accuracy for predic-
ting financial distress (Galar et al., 2012). Challenges 
include increased error rates for the minority class, diffi-
culty in defining decision boundaries, and the unsuitabili-
ty of traditional accuracy metrics for imbalanced data 
(Chawla, 2009). To address this, we applied SMOTE 
using the <smotefamily> package. SMOTE generates 
synthetic samples for the minority class by interpolating 
between existing data points, effectively balancing the 
dataset and improving model performance. 
Step 3: Before selecting features, we first addressed 
multicollinearity by eliminating highly correlated variables 
within each year's dataset. This step ensures that redun-
dant or collinear predictors do not distort the model’s 
estimations, leading to more stable and interpretable 
results. To select features, we implemented a Genetic 
Algorithm (GA) with a fitness function based on the 
Schwarz Information Criterion (SIC), as proposed by 
Acosta-González et al. (2019). This fitness function eva-
luates subsets of features and prioritizes those that 
achieve a balance between simplicity and predictive ac-
curacy by minimizing the SIC. GAs, inspired by the prin-
ciples of natural selection, optimize solutions by iterative-
ly evolving a population of candidates (chromosomes). 
Each chromosome represents a potential feature subset. 
The GA process involves the following steps: 
1. Initialization: Create an initial population of feature 

combinations. 
2. Selection: Identify the best-performing chromoso-

mes based on the fitness function. 

3. Crossover: Combine selected chromosomes to ge-
nerate new solutions. 

4. Mutation: Introduce random alterations to maintain 
variation in the population. 

5. Evaluation: Measure the performance of the updated 
population. 

6. Iteration: Repeat these steps until a predefined 
stopping condition is met, such as a fixed number of 
generations. 

In this study, the GA used a population size of 1,000 and 
was run for a maximum of 200 iterations. We implemen-
ted the process using the <GA> package in R (Scrucca, 
2013). For more details on the methodology, see Acosta-
González & Fernández-Rodríguez (2014). 
Step 4: After identifying the most relevant variables 
through GA-SIC optimization, we employed Logistic Re-
gression (LR) to construct a bankruptcy prediction model 
using the training dataset. LR is a statistical approach 
designed to estimate the likelihood of a binary outcome-
such as whether a company will go bankrupt-based on 
multiple explanatory variables. The model predicts the 
probability that an instance belongs to a particular cate-
gory (e.g., bankrupt vs. non-bankrupt) by applying a lo-
gistic function, which constrains output values within the 
range of 0 to 1. 
The logistic function is mathematically defined as: 

  

In this equation: P (Y = 1 | X) denotes the probability of 
financial distress, β0 is the intercept term, β0, β1,… βn 
represent the coefficients corresponding to the predictor 
variables X1, X2,…Xn , and e is Euler’s number (the base 
of the natural logarithm). 
To implement the LR model, we utilized the <glm> functi-
on from the <stats> package in R (R Core Team, 2022). 
This method is widely used due to its simplicity and in-
terpretability, allowing for a clear understanding of how 
each predictor variable contributes to financial distress 
probability. Given its effectiveness in binary classification 
problems, LR remains a valuable tool for financial risk 
assessment. For further insights into Logistic Regressi-
on, refer to Hosmer et al. (2013). 
Step 5: To evaluate model performance, we applied 
standard binary classification metrics, including accuracy, 
precision, recall, and specificity. The assessment was 
conducted on the original, unbalanced testing dataset to 
ensure real-world applicability. After validation, we analy-
zed the logistic regression coefficients to examine how 
each predictor influenced bankruptcy risk over the 1–3 
years preceding financial distress, identifying trends in 
variable significance and effect strength over time. 

RESULTS AND DISCUSSION 

The initial set of 44 financial ratios in table 1 was care-
fully selected to represent five key categories: profitabili-

P (Y = 1 ∣ X) =
1

1 + e−(β0+β1X1+β2X2+…+βnXn
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ty, cash flow, liquidity, leverage, and balance sheet struc-
ture, along with measures of efficiency, age, and size. To 
enhance the stability and reliability of the logistic regre-
ssion models, highly correlated variables were first re-
moved through a pre-processing step. This reduction 
minimized multicollinearity issues and ensured that the 
remaining variables provided unique and independent 
contributions to the models. Following this, a genetic 
algorithm was applied to identify the most significant pre-
dictors of financial distress across three logistic regressi-
on models, each representing firms at different distances 
from financial distress. Specifically, Model 1 corresponds 
to firms one year prior to financial distress, Model 2 to 
firms two years prior, and Model 3 to firms three years 
prior. 

The intercept in each model represents the predicted log-
odds of default when all financial ratios are at their ave-
rage (i.e., z-score = 0). Thus, the highly negative inter-
cept in Model 1 (−18.48) implies an extremely low base-
line probability of default for a “typical” firm one year be-
fore failure. By contrast, the less negative intercepts in 
Models 2 (−8.90) and 3 (−1.96) indicate successively 
higher baseline risks when forecasting two or three years 
prior to financial distress. This progression underscores 
that the further out one attempts to predict distress, the 
greater the model’s baseline likelihood of default beco-
mes, even before accounting for firm-specific differences 
in financial ratios. 
In Model 1, the top variables-Cash and Cash Equiva-
lents/Total Liabilities, Cash and Cash Equivalents/Cu-
rrent Liabilities, Total Liabilities/Total Assets, EBIT/Total 
Assets, and Cash Flow/Total Assets-demonstrate the 
overriding importance of liquidity, manageable leverage, 
and operating profitability. The two cash-based ratios 
appear with large negative coefficients, implying that 
more liquid assets relative to liabilities significantly redu-
ce short-term insolvency risks. Meanwhile, the positively 
signed Total Liabilities/Total Assets reinforces how high 
leverage becomes particularly dangerous in the final 
stages before distress, while EBIT/Total Assets and Cash 
Flow/Total Assets indicate that strong earnings and inter-
nal financing capacities are critical safeguards. In Model 
2, three of the previous top variables (Cash and Cash 
Equivalents/Total Liabilities, Total Liabilities/Total Assets, 
and EBIT/Total Assets) remain highly influential, but two 
newcomers-Sales/Total Assets (negative) and Cash Flow 
(negative)-replace the narrowly targeted liquidity ratios 
from Model 1. This shift suggests that, as the horizon 
expands, a firm’s ability to generate revenues and main-
tain a healthy overall cash flow gains prominence, even 
though leverage and liquidity still matter. By Model 3, 
Total Liabilities/Total Assets and EBIT/Total Assets conti-
nue to be powerful predictors, highlighting the persistent 
effects of leverage and profitability over the long term. 
However, Cash and Cash Equivalents/Total Liabilities 

Table 2: Logistic Regression Models with Key Predictors 
Selected via Genetic Algorithm

Selected  
variables M1 M2 M3 FRQ

(Intercept)
-18.4768 
(0.0000)

-8.8970 
(0.0000)

-1.9600 
(0.0000)

EBIT/Total Assets
-1.3318 

(0.0000)
-0.8031 

(0.0000)
-0.7680 

(0.0000) 3

Sales/total assets
-0.2381 
(0.0017)

-0.7079 
(0.0000) 2

Operating inco-
me/interest paid

0.2517 
(0.0000)

0.3643 
(0.0000)

2

Cash flow
-0.4021 

(0.0067)
-0.5191 

(0.0000)
-0.3996 
(0.0000) 3

Cash flow/Total 
assets

-0.8390 
(0.0011)

0.8002 
(0.0000)

0.4797 
(0.0000) 3

Cash flow/total 
liabilities

6.4530 
(0.0000) 1

Cash flow/Share-
holders' funds

-0.4337 
(0.0000)

1

Cash and cash 
equivalents/Total 
liabilities

-29.934
8 

(0.0000)

-19.1027 
(0.0000)

1.3335 
(0.0000)

3

Cash and cash 
equivalents/Cu-
rrent liabilities

-14.644
2 

(0.0000)

-1.7171 
(0.0002)

-0.8254 
(0.0000)

3

Working capital/
total assets

0.3461 
(0.0002) 1

(Current assets - 
stocks)/current 
liabilities

1.2989 
(0.0043)

1

Shareholders' 
funds/non-cu-
rrent liabilities

-2.4721 
(0.0000)

1

Total liabilities/
shareholders' 
funds

-0.2701 
(0.0003)

1

Total liabilities/
total assets

16.6832 
(0.0000)

2.0993 
(0.0000) 2

Long term debt/
total assets

-0.3247 
(0.0000) 1

Cash and cash 
equivalents/total 
assets

4.4850 
(0.0000)

2.6062 
(0.0001)

-0.7696 
(0.0000)

3

(Shareholders' 
funds + capital)/
total assets

6.4099 
(0.0000)

-1.4042 
(0.0000)

2

Shareholders' 
funds – capital/
total assets

5.7108 
(0.0000)

-1.9584 
(0.0000)

-0.4743 
(0.0000)

3

Stock/sales
-0.1778 

(0.0013) 1

Note: p-values are presented in parentheses. M1–M3: mo-
del 1–3. FRQ – frequency.  Source: own calculation
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reenters with a positive coefficient, indicating that simply 
stockpiling cash too far in advance may not guarantee 
resilience if accompanied by other structural weaknes-
ses. Completing the top five, Cash and Cash Equiva-
lents/Current Liabilities and Sales/Total Assets both hold 
negative coefficients, underscoring that immediate liqui-
dity coverage and active revenue generation remain sig-
nificant protective factors-even in the longer run-against 
the likelihood of eventual default. 
Table 3 presents the results of the models in a real-world 
setting using the original, unbalanced dataset, illustrating 
how effectively they distinguish financially distressed 
firms from healthy ones at different time horizons. Al-
though the training data was balanced with SMOTE, the 
test set remained true to its real-world proportions to 
ensure practical relevance. Model 1 achieves the highest 
AUC (0.9437) and leads in accuracy, recall, and F1 
Score, suggesting it excels at recognizing firms on the 
brink of financial distress one year in advance without 
excessively misclassifying healthy firms. Model 2 shows 
a moderate decline in AUC (0.9038) but achieves the 
highest specificity (0.8529), indicating that it generates 
fewer false positives when forecasting two years ahead. 
Meanwhile, Model 3, which attempts a three-year predic-
tion window, experiences a more pronounced drop in 
AUC (0.8500) and specificity (0.6765), highlighting the 
growing difficulty of correctly identifying healthy compa-
nies at longer horizons. Nevertheless, its recall (0.8221) 
and F1 Score (0.8875) remain respectable, indicating 
that it continues to detect a substantial portion of at-risk 

firms. Taken together, these metrics underscore the tra-
de-off between extending the forecast horizon and main-
taining reliable discrimination: further ahead the model 
attempts to predict financial distress, the more challen-
ging it becomes to distinguish truly healthy companies 
from those quietly progressing toward default. 
Plots in figure 1 depict the ROC curves for the three lo-
gistic regression models, with the x-axis representing the 
False Positive Rate (1 – Specificity) and the y-axis repre-
senting the True Positive Rate (Sensitivity). Visually, Mo-
del 1 exhibits the highest curve, confirming its superior 
AUC and thus stronger ability to separate distressed 
from healthy firms at various probability thresholds. Mo-
del 2 still maintains a relatively steep rise in true positive 
rate at low false positive rates-reinforcing its strong spe-
cificity-but it levels out below Model 1’s maximum per-
formance. Model 3 maintains an initially steep ascent, 
indicating that it can achieve a decent sensitivity at relati-
vely low false positives, but the curve flattens sooner 
than the other two, reflecting its lower overall AUC and 
diminished specificity. In practical terms, these curves 
confirm the trade-off between capturing more true positi-
ves (i.e., identifying distressed firms) and avoiding false 
positives (i.e., misclassifying healthy firms), with Model 1 
achieving the most favorable balance of the three. 
Our findings align in part with those of Gajdosikova & 
Valaskova (2023), who flagged Current Liabilities/Total 
Assets as a vital determinant in their one-year model for 
manufacturing and construction companies during the 
COVID-19 pandemic-echoing our results. However, our 

www.jobsjournal.eu  47

Table 3: Classification Metrics for the Logistic Regression Models

Model TP TN FP FN AUC Accuracy Recall Specificity F1 Score
Model 1 333 28 6 38 0.9437 0.8914 0.8976 0.8235 0.9381
Model 2 316 29 5 55 0.9038 0.8519 0.8518 0.8529 0.9132
Model 3 305 23 11 66 0.85 0.8099 0.8221 0.6765 0.8875

Source: own research

Figure 1: ROC curves for the three logistic regression models

Source: own research
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study shows that this ratio remains significant not just 
one year prior but also three, four, and five years before 
financial distress, indicating a more prolonged influence 
on financial health. Conversely, Shareholders’ Funds/
Total Liabilities and Total Liabilities/Total Assets, which 
they identified for near-term predictions, become signifi-
cant in our models primarily at longer horizons. Their 
work also underscored the role of firm size (using dummy 
variables) in predicting survival for medium and large 
companies, whereas our model tested size as a continu-
ous measure (via LN (Total Assets)) and found no signifi-
cant predictive effect among small and medium-sized 
(SME) manufacturing firms. These differences suggest 
that size may carry less weight for financial distress pre-
diction when focusing specifically on SMEs, where finan-
cial distress is more likely driven by liquidity constraints, 
cash flow volatility, and operational inefficiencies rather 
than absolute firm size. 
Our approach-leveraging a Genetic Algorithm for variable 
selection-provides insights that go beyond prior studies 
using more constrained methodological frameworks. In 
line with Valaskova et al. (2018) and Kovacova & Kliestik 
(2017), we confirm the predictive power of Current Liabi-
lities/Total Assets for the near term (one-year models). 
Yet, our results demonstrate that for large manufacturers, 
Total Liabilities/Total Assets appears more relevant when 
predicting distress over multiple years, diverging from the 
single-year emphasis in earlier work. Likewise, while 
Valaskova et al. (2023) identified Total Liabilities/Total 
Assets and Net Income/Total Assets in one-year predicti-
ons post-pandemic, those ratios surfaced in our models 
only for longer-term forecasts. Such divergences 
highlight the importance of continuously updating risk 
models to account for evolving economic conditions, 
especially amidst seismic events like the COVID-19 cri-
sis. 
Our results reinforce these observations by demonstra-
ting that some variables-particularly those related to liqu-
idity and leverage-remain consistently important 
throughout multiple time horizons, whereas others, such 
as firm size and certain profitability indicators, exert more 
nuanced or transient influence. The overarching implica-
tion is that models benefiting from flexible, data-driven 
selection processes are better equipped to detect shifts 
in a firm’s financial vulnerability, particularly in times of 
prolonged economic turbulence. By refining predictive 
frameworks to capture these dynamics, stakeholders-
ranging from investors to policymakers-can make more 
informed decisions aimed at sustaining firms through 
current and future crises. 

CONCLUSION 

This study aimed to identify key financial variables distin-
guishing bankrupt firms from stable ones over a three-
year period before failure, with a focus on the impact of 
the COVID-19 pandemic on financial distress predictors 
in Slovak SMEs. We used SMOTE to address data imba-
lance, a Genetic Algorithm with the Schwarz Information 

Criterion for feature selection, and Logistic Regression 
for predictive modeling. The dataset included 2,032 Slo-
vak SMEs, classified as large or very large, with financial 
data from 2017 to 2019 and financial distress status de-
termined as of 2020. Firms were categorized based on 
financial distress criteria, resulting in 173 bankrupt and 
1,859 non-bankrupt firms. 
The results highlight that profitability, cash flow, and liqu-
idity are the key predictors of financial distress, with their 
significance changing as firms approach financial dis-
tress. EBIT/Total Assets, Cash Flow, and Cash Flow/To-
tal Assets consistently showed a negative association 
with financial distress risk, emphasizing the importance 
of operational efficiency and profitability. Liquidity measu-
res, like Cash and Cash Equivalents/Current Liabilities, 
acted as protective factors closer to financial distress but 
displayed a positive association with financial distress 
risk three years prior, suggesting that excessive liquidity 
in earlier stages may signal inefficiencies. As the predic-
tion horizon extended, Sales/Total Assets and Cash Flow 
became more important, highlighting the growing role of 
revenue generation and overall cash flow health. Leve-
rage ratios, such as Total Liabilities/Total Assets, remai-
ned significant throughout, reinforcing the importance of 
financial structure. The model performed well on real-
world unbalanced data, despite being trained on a SMO-
TE-balanced dataset, demonstrating its robustness and 
practical applicability. The model maintained high accu-
racy, recall, and AUC, confirming its potential for reliable 
real-time financial risk assessment. These findings un-
derscore the need for adaptive financial distress predicti-
on models that can evolve with changing financial condi-
tions. 
Theoretical contributions of this study include advancing 
the understanding of how financial distress predictors 
shift in relevance over different time horizons and how 
external shocks like the COVID-19 pandemic impact their 
predictive power. By integrating advanced machine lear-
ning techniques such as Genetic Algorithms for feature 
selection, the study enhances the robustness and accu-
racy of financial distress prediction models. From a prac-
tical perspective, the study provides valuable insights for 
decision-makers, including investors, financial instituti-
ons, and policymakers, by identifying critical financial 
indicators that can be monitored to detect early signs of 
financial instability. Furthermore, the results offer actio-
nable recommendations for enhancing risk management 
practices, particularly in manufacturing SMEs, helping 
firms build resilience against potential future economic 
disruptions. 
This study has several limitations. First, the dataset was 
limited to Slovak manufacturing SMEs, which may 
restrict the generalizability of the results to firms in other 
industries or regions. Additionally, the lack of direct finan-
cial distress records required the use of financial distress 
proxies, which, while based on established criteria, may 
introduce classification biases. Furthermore, although 
logistic regression provides interpretable results, alterna-
tive machine learning approaches, such as random 
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forests or neural networks, could be explored to enhance 
predictive accuracy. Another limitation arises from the 
independent z-score standardization applied to each 
model, which prevents direct comparison of variable im-
portance over time. Implementing global standardization 
techniques could allow for a more precise longitudinal 
analysis of how financial indicators evolve as financial 
distress approaches. 
Future research could build on these findings by expan-
ding the scope of analysis to different industries, incorpo-
rating macroeconomic variables, or applying alternative 
machine learning techniques to refine predictive accura-

cy. Additionally, examining the impact of external shocks, 
such as financial crises or geopolitical disruptions, on 
financial distress prediction models could provide valuab-
le insights into the adaptability of financial distress indica-
tors. By continuously refining predictive frameworks, futu-
re studies can contribute to the development of more 
effective early warning systems, enabling investors, poli-
cymakers, and financial institutions to make more infor-
med decisions in assessing corporate financial health. 
  

  
Copyright © European Center of Economic & Social Research (Slovakia). This is an Open Access article distributed un-
der the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproducti-
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